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APPENDIX

We define here two measures. Let O = {0;}}-, be a
set of objects, and let P and P be two soft clusterings.
Let ap(6j,,0,,) be the number of clusters shared by
objects 6;, and 0;, in clustering P, and let o (6;, ,0;,) be
similarly defined. The extended bcubed (EBC) measure
[33] is based on extended bcubed precision and extended
bcubed recall:

n

Z mm{O‘P(Oh ) 032) O‘P(Ojl ) OJz)}
Z =

J11

EBCP(P,P) & =

> i1 ap(0,,04,)
(14a)

L o > minfap(dj,,0;,), ap (65, 952)}
EBCR(P, P) £ — Y 220
n
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(14b)
EBC is defined by default as
EBC(P, P) 2 2 EBCP(P, P) - EBCR(P, P) (15)

EBCP(P, P) + EBCR(P, P)’

The other measure is defined as follows. Let 8p(0;)
be the number of clusters to which object 6; belongs
in P minus 1, and let 3,(6;) be similarly defined. The
agreements and disagreements associated with a pair
(J1,J2) are

PP/~ = - O S~
el (Ojnojz) = min {O‘P(Ojuojé)aaP(Ojlvojg)}

2
+> min{Bp(3;), 85(3;)}  (16)
i=1
and
d" (05,05,) = lop(05,,052) — ap (65,95, )]
2
+ Z |/BP(5]7,) - ﬁP(ajl) ) (17)
i=1
respectively. ~ Summing  up a; (0]1 ,05,) and

dPP(ojl,oJQ) over all ordered pairs (6;,,6;,) (j1 < j2)
results in the following overall measures of agreements

(aG ) and disagreements ( ) between P and P:

77/_ n 3
:Z Z ag¥(65,,0,,) and

(18)
Ji=1j2=j1+1
. n—1 n .
dg" =32 D0 dg" (6,05 (19)
Ji=1j2=j1+1
The Campello soft index (CSI) [36] is defined by
] aP,P
CSI(P, P) & ﬁ (20)
ag” +dg

We hereafter assume that P, P, and AP are the soft
clustering representations of B, B, and B, respectively.

Proposition 1. There are non-equivalent biclusterings B and
B such that P = P.

Proof: Let B be a biclustering such that some of
the matrix entries are not biclustered, and let B be the
biclustering B with a new bicluster added that has only
one entry from the matrix entries not biclustered in
B. This new bicluster is transformed into a singleton
for P by Eq. 12, whereas Eq. 13 creates an equivalent
singleton for P. In other words, the bicluster added in
B to produce B is superfluous from the point of view
of our transformation. O

Proposition 2. If B and B are non-equivalent non-
degenerate biclusterings, then P # P.

Proof: Let k and ¢ be the number of blclusters in
B and B, Trespectively. Suppose that P £ {P; o=
P 2 {P }_,. Thus, k = g and there is a bl]ectlon
{(ti;,y:)}F_, such that P, = P,, for all i. Without loss
of generality, suppose that F;,, Ptz, s Py (respectlvely,

Py Py, .., P,,) are the non smgletons Clearly, k =

q = k = q. The bijection {(t;, yl)}l 1 implies that there
is a corresponding bijection between B and B making
B = B, which contradicts the assumption that B # B.
U
We will adopt the following notation in several proofs.
Let C; and O3 be two sets of objects from O = {6;}7_,,
and let f(-,-) be a function on O x O. When proving
some property of the S.s; measure, f(C1,Cs) = z means
f(0;,,05,) =z forall 6;, € Cy and 6;, € C5 such that j; #
jo. When proving some property of the Sep. measure,
f(Cy,Cs) = x means f(0;,,05,) = « for all 6;, € C; and
0j, € Cy. In both cases, for a function f(-), f(C1) = =
means f(6;) =« for all 6; € Ci.

Proposition 3. The Sy measure is sensitive to the size of
spurious biclusters (Def. 1).

Proof: Let B, B, and B be biclusterings, as in Def. 1,
and remember that O is the set of objects. Let {P;,}7_,
be the set of soft clusters corresponding to the spurious
biclusters {By,}? =1 in B, and 51m11arly define {Pt ja

for B. Define C1 Ui, P, and C? £ |Ji_ 1Pt Note
that C! C C2. We know that
ap(C2,0) = Bp(C2) =0,
ap(o O — 02):a (0,0 —C?),
BP(O ) = 613(0 )
( 52) < P(02 CQ), and
(Cs2) < Bp(C3).
Thus,
abP(C2,0 — C2) = min{Bp(0 — C2), Bp(0 — C2))
= min{ﬂp(O —-C2),Bp(0-C2)}

=al?(C2,0 - C2),
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alP(C2,0%) = 0=abP(C2,C2), and
a7 (020 - =al"(0-C20-C?).

Thus, 27 (0,0) = o527 (0, 0). Observe that

A5 (C2,0 = C2) = ap(C2,0 — C2) + Bp(C2)

+16p(0 = C2) = Bp(0 = C2)

=ap(C2,0 - C?) + Bp(C2)

+18p(0 = C2) = Bp(0 = C2)|

< ap(C2,0 - C2) + Bp(C2)
+185(0 ~ C2) = (0 - C2)
—agh (2o -cd),

dG(C2,C2) = ap(C2,C2) + Bp(C2) + Bp(C)
< ap(C2,C2) + Bp(C2) + Bp(C3)

(21)

= d5P(C?,0?), and

470~ C2,0-C3) =dG (0 - 20 -C?).

Thus, d.;"(0,0) < d5"(0,0).

Let P; be the soft cluster corresponding to a spurious
bicluster B; that was increased, giving rise to B, and
P,. Let 6;, and 6;, be two objects from P, such that
6j1 .G P, and 5j2 ?_Pt. Thus, ap(éjl,éjz) > ap(éjl,éjz),
a¢;"(65,,05,) < dg " (95,,05,) (Eq. (21)), and CSI(P, P) >
CSI(P, P).

L

Proposition 4. The Se,. measure is sensitive to the size of
spurious biclusters (Def. 1).

Proof: Let B, B, and B be biclusterings, as in Def. 1,
and remember that O is the set of objects. Let C! and C?
be the sets defined in the proof of Proposition 3. Note
that

ap(C?,0%) > ay (C’2 Cc?),
0‘15(052703) > ag <02 02)7 and
ap(0,0 — C’f) ap (O O - 02)

The nominators of Egs. (14) are equal if one compares P
with P or P with P. Thus, EBCR(P, P) = EBCR(P, P).
EBCP(P,P) > EBCP(P,P) because aj(0,0) >
O[p(O, O)

Let P; be the soft cluster corresponding to a spurious
bicluster B; that was increased, giving rise to B, and
P,. Let 6;, and 6;, be two objects from P, such that
0j, € P, and 05, ¢ Py. Thus, ap(0;,,05,) > ap(0),,0),),
EBCP(P, P) > EBCP(P, P), and EBC(P, P) > EBC(P, P).

U

Proposition 5. The Syia and Sce measures penalize solutions
that do not cover all reference biclusters (Def. 2).

Proof: Let B and B be as given in Def. 2. We have

ijz > Ny, ja for all j; and jo, and there are j; and js

such that Nj, ;, > Nj, ;. (Egs. (3) and (4)). Thus, |U| > |1],

and Syy;. follows the property given by Def. 2. We also
have Sjia(B,B) > Sce(B,B) by Proposition 1 in [30].
Thus, Sc. also has the property. O

Proposition 6. The Sprec, Su, and Serec measures do not
always penalize solutions that do not cover all reference
biclusters (Def. 2).

Proof: Let B and B be as given in Def. 2, where
B2 {B;}and B2 {B,B,}suchthat B, = B, = Bg We
would have Sprec(B, B) = Su(B, B) = Seree(B, B) = 1,
violating the condition given by Def. 2. O

Proposition 7. The Scs measure penalizes solutions that do
not cover all reference biclusters (Def. 2).

Proof: Let B and B be as given in Def. 2. We have
ap(ji,j2) < ap(j, j2) for all ji # jo, and the inequality

is attained for at least one pair (ji,j2). Thus, dgp >0
and CSI(P, P) < O

Proposition 8. The Sy, measure penalizes solutions that do
not cover all reference biclusters (Def. 2).

Proof: Let B and B be as given in Def. 2. We have
ap(ji,j2) < ap(ji,jo) for all j; and jo. The inequality
is attained for at least one pair (ji,j2), implying that
EBCR(P, P) < 1 and EBC(P, P) < 1. O

Proposition 9. The S, measure penalizes solutions for
non-intersecting area (Def. 3).

Proof: Let B, B, and B be three biclusterings, as
in Def. 3, and let S be the set of matrix elements, as
in Def. 3. The matrix elements in S are those corre-
spondmg to j1 and j such that Nj,j» = 0. We have
Nj,j» = Nj,j, for all ji and j> such that Ny > 0.
Thus, Inln{le J2o Jl ]2} - mln{le J2s ]1 ]2} for all J
and jo. Smce Ny, < Ny, 2 for all j1 and j2, we have
max{Nj, j,, Nj, j. } < maX{Nﬁ g2 N ;21 forall ji and jo.
Therefore, Synia(B, B) > Spnia(B, B). Since Nj, j, < Nj, 4,
for at least a pair (ji1, j2) such that ij‘z = 0, we have
max{Njth,Njhh} < maX{Njth,N]‘th} for such a pair
and Snia(B, B) > Smia(B, B). O

Proposition 10. The S.. measure penalizes solutions for non-
intersecting area (Def. 3).

Proof: Let B, B, and B be three biclusterings, as in
Def. 3. We know from the proof of Proposition 9 that
U] increases from comparing B with B to comparing B
with B. On the other hand, dy,.x (Eq. 6) does not Change
from Comparmg B with B to comparing B with B. Thus,
Sce(B, B) > See(B, B). 0

Proposition 11. The Sy;jac and Syaic measures do not always
penalize solutions for non-intersecting area (Def. 3).

Proof: Consider a data matrix A € R*. Let B =
{By B, By £ (12,3,4),{L.2)), Bx £ ({234}, {3})
B2 {Bi), By 2 ({2.3,4),3,4}), B 2 {By, Bu, By 2
({2,3,4},{1,2}), and B, £ ({1,2,3,4}, {3}). Note that B,
B, and B follow the biclustering deﬁnitions given in Def.
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3. However, Syjac(B,B) = 0.167 < 0.171 = Swiac(B, B)
and Syaic(B, B) = 0.22 < 0.24 = Syaic(B, B). O

Proposition 12. Let B, B,.and B be Athrf:e biclusterings, as
in Def. 3. We have Scsi(B, B) > Sesi(B, B).

Proof: Let S be the set of matrix elements, as in Def.
3. Define C' as the set of elements from O corresponding
to the matrix elements in S, and let C £ O — C. We have

ap(C,C)=ap(C,0),
ap(C,C) < ap(C,0),
ap(C,C) < ap(C,C),
ap(C,C) = ap(C,C) =0,
Br(C) = Bp(0),
Bp(C) < Bp(C), and
Ap(C) = 0.
Thus, a (C C) = aP’P(é, C) and dg’P(C, C) =

A" (C,C). We have

b (C,C) = min{Bp(C), B5(C)}
= mln{ﬁp(é),ﬂp(é)}
= ag’P(C, C)
and
d57(C,C) = ap(C.T) + Bp(C) + |Bp(C) - (0]
ap(C,C) + p(C) +165(C) — B(0)]
< Ozp(C,é) + IBP(C + |BP<6) BP(€>|
(22)
—d5"(c,0).
Note that
aZP(c.c)=0=al"(C,0)
and

4P (C,C) = ap(C.C) +26p(C)
< Oép(C, C)+ 25}5(0)
= d>P(c,0).

(23)

Thus, a” = o5*, d2F < abF, CSI(P, P) > CSI(P, P),
and S (B, B) > SCM(B B) O

Proposition 13. The S.s measure penalizes solutions for
non-intersecting area (Def. 3) in the domain of non-degenerate
biclusterings.

Proof: Let B, B, and B be three biclusterings, as
in Def. 3, with the additional restriction of being non-
degenerates. Let S be the set of matrix elements, as in
Def. 3. Define C' as the set of elements from O corre-
sponding to the matrix elements in S. If there are biclus-
ters in B originated from the expansion of biclusters in
B, there is an object 6; € C' that belongs to more clusters
in P than in P, meaning that 55(6;) > Bp(6;). If there
are new biclusters in B’, let BZ- be one of these. There is

a pair 0;,,05, € C (j1 # j2) that belongs to more clusters
in P than in P, meaning that o 5(0;,,05,) > ap(0j,,0j,)-
In the first case, dG > dP ” because of Ineq. (22). In the

second case, dp P dP P because of Ineq. (23). Therefore,
CSI(P, P) > CSI(P P) and Sesi(B, B) > Sesi(B, B). [

Proposition 14. Let B, B, qnd B be t@req biclusterings, as
in Def. 3. We have Sepe(B, B) > Sebe(B, B).

Proof: Let S be the set of matrix elements, as in Def.
3. Define C as the set of elements from O corresponding
to the matrix elements in S, and let C £ O — C. We have
ap(C,C)=ap(C,0), ap(C,C) =0, ap(6j,,05,) =0 for
all 5j1,6j2 e C s.t. j1 7& jg, Oép(@j,éj) > ap(éj,éj) for all
0j € C, and ap(05,05) > ap(6;,0;) for all 6; € C. Thus,
min{ap(0,0),ap(0,0)} = min{ap(0,0),a,(0,0)}.
Since

ap(C,C) > ap(C,C) and (24)
ap(C,C) = ap(C,C), (25)
we have EBC(P, P) > EBC(P7 P) and SebC(B,B) >
SebC(B,B). J

Proposition 15. The Sy, measure penalizes solutions for
non-intersecting area (Def. 3) in the domain of non-degenerate
biclusterings.

Proof: Let B, B, and B be three biclusterings, as
in Def. 3, with the additional restriction of being non-
degenerate. Let S be the set of matrix elements, as
in Def. 3. Define C' as the set of elements from O
corresponding to the matrix elements in S, and let
C 2 O — C. If there are biclusters in B originated
from the expansion of biclusters in B, there is a pair
0j,,0;, € C s.t. j1 # jo or a pair 6;, € C,6;, € C that
belongs to more clusters in P than in P, meaning that
ap(05,,05,) > ap(0j,,0j,). If there are new biclusters in
B, let B; be one of these. There is a pair 4;,,06;, € C
s.t. j1 # jo that belongs to more clusters in P than
in P, meaning that o 3(0;,,0;,) > ap(0j,,0,,). In both
cases, we can conclude from Inegs. (24) and (25) that
EBC(P, P) > EBC(P, P) and Sene(B, B) > Sebe(B, B).

U

Proposition 16. The Sy measure penalizes solutions for
multiple biclusters coverage (Def. 4).

Proof: Let B and B be two biclusterings, as in Def. 4.
We have ap(0,0) > ap(0,0) and Bp(0) = 55(0) =0
There are 6;, and 6, s.t. j1 # j2 such that ap(d;,,6;,) >
ap(05,,04,), implying that dg’P >0, CSI(P, P) < 1, and
SCSi(B,B) < 1. |

Proposition 17. The Se,. measure penalizes solutions for
multiple biclusters coverage (Def. 4).

Proof: Let B and B be two biclusterings, as in Def.
4. Note that ap(0,0) > ap(0,0). There are 0;, and 0;,
s.t. j1 # j2 such that ap(0;,,0;,) > ap(6;,,0;,), implying
that EBCP(P, P) < 1, EBC(P, P) < 1, and Sepc(B, B) <
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1. L

Proposition 18. The Spyel, Sprec, and Sig.v measures penalize
solutions for multiple biclusters coverage (Def. 4).

Proof: Let B and B be two biclusterings, as in
Def. 4. Since the biclusters in B do not overlap, we
have the proper subset relationships B! C B} for all
i or BS C B for all i. Thus, |Bf U Br| > |B1 N By
for all i or |BC U B§| > |B§ N B¢ for all i. We have
S.(B,B) < 1or S.(B,B) <1 (Egs. (1) and (2)), implying
that Sp,a(B,B) < 1. Similarly, Sp.ec(B,B) < 1 and
Sl&W(B,B) <1 [

Proposition 19. The Ssim, Swjac, Swdic, Say, Serel, A1 Serec
measures penalize solutions for multiple biclusters coverage

(Def. 4).

Proof: Let B and B be two biclusterings, as in Def.
4. Since the biclusters in B do not overlap, we have the
proper subset relationship Bf x B¢ C B} x BS for all i.
Thus, D(By, B;) < 1 and J(B1, B;) < 1 for all 4, implying
that Sgom (B, B) < 1, Swjac(B, B) <1, Swaie(B,B) < 1,
Serel(B, B) < 1, and Serec(B, B) < 1. From S,y (B, B) <
Serel (B, B) we also have S,y (B, B) < 1. O

Proposition 20. The S.s measure penalizes solutions with
repetitive biclusters (Def. 5).

Proof: Let B, B, and B be biclusterings, as in Def. 5.
Let C. be the set of objects from O corresponding to the
matrix entries of the biclusters in B that were replicated.
We have

ap(0,0 = G) = ap(0,0 = C), (26)
ap(C, Cy) > p(ChC’ ) > ap(Cr, Cy), (27)
5P(O Cr) = Bp(0 - C;), and
Bp(Cr) > 5P(C)>BP( ).
We conclude that ay; (O 0) = g’P(O,O) and ag’P =
ab’.
We have
& (0,0 — C) = |ap(0,0 — C) — ap(0,0 — )|
+18p(0) — ,(0)]
+[8p(0 = C) = Bp(0 = Cy)
= |ap(0,0 - Cr) — ap(0,0 — Cy)|
+18p(0) = Bp(0)]
+18p(0 = Cr) = Bp(O = Cy)|
<dbP0,0-¢)
and
di" (G Cr) = |ap<cr,c> ap(Ce, Gyl
+2|Bp(Cr) — Bp(Cr)
< |aP(Cr7C) ap( Cy, Gyl
+2|Bp(Cr) — Bp(Cr)

— 5l (e, )

Thus, di” > d5”, CSI(P,P) > CSI(P,P), and
Scsj(B,B) > Scsi(B,B). O

Proposition 21. The Sy, measure penalizes solutions with
repetitive biclusters (Def. 5).

Proof: Let B, B, and B be biclusterings, as in Def. 5.
Let C, be the set of objects from O corresponding to the
matrix entries of the biclusters in B that were replicated.
We know from Egs. (26) and (27) that the nominators of
Egs. (14) do not change from comparing P with P to
comparing P with P, and that aP(O 0) > ap(0,0).
We have 0;, and ¢;, (for which j; = j» is allowed) such
that a5(6j,,6;,) > ap(j,,0;,). Therefore, EBCP(P, P) >
EBCP(P, P), EBC(P, P) > EBC(P, P), and Senc(B, B) >
Sebe(B, B). O

Proposition 22. The S,iec and Serec measures do not have
the homogeneity property (Def. 7).

Proof: Consider the non-overlapping biclusterings
B and B represented by Figs. 13b and 13c and the
reference solution B represented by Fig. 13a. We have
Sprec(B, B) = Sprec(B,B) = 0.74 and Serec(B, B) =
Serce(B, B) = 0.55.

columns

OO0 BAA v O O e ve O O
OO0OBnu v v: O O v v O O

(a) Data matrix A € R4,

rows

DDDi}ﬁr DDDiﬁrO PAG e
DDDi}ﬁr DDD%}O Yo v
NNNOO|OO NNNO%||OO
NNNoo||loo NNNo#w|oO

(b) Biclustering B. (c) Biclustering B.

Fig. 13: Difference in homogeneity.

0

Proposition 23. The S measure has the homogeneity prop-
erty (Def. 7).

Proof: Let B, B, and B be three biclusterings, as
in Def. 7. Let C! be the z objects swapped from P,
C! be the objects from the minor category in P;, that
were not swapped and C! be the objects from the
main category in P, . Analogously, define C?, C2, and
C2. Since B, B, and B are non-overlapping solutions,

we have Bp(0) = Bp(0) = Bp(0) = 0. Thus, the
eventual difference between aGP(§j1,6j2) (respectively,
d P(oﬁ,oh)) and aP P(Oju 0js) (dg’P(ajlvajz)) can only
be due to the eventual difference between ap(6;,,0;,)
and oz (05,,0;,) (see Egs. (16) and (17)). . o
We conclude from Table 12 that ag” = abt +
CLIICAl + C2I|CE] = ag™" +a(|Ci| + |CFI), where @ =
|CL| = |C?|, as in Def. 7. Table 13 shows the differences in
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TABLE 12: Differences in a; (-,-) by changing P to P.

ag"(C2,CL) = min1, 1} > min{0,1} —GP’P“JI Cn)

ag”(C2,C?) = min{1,1} > min{0,1} = a, (02 C)

ag" (CL.C}) = min{1,0} = min{0,0} = ag;"(C2.CY)

G (C3. C}) = min{1, 0 = wind0,0} = ag" (3, C?)

ag’P(C;a Cﬁ) = mln{07 0} - min{]‘ 0} - a (C CIQ])

ag"(C1.C2) = min{0,0} = min{1,0} = a5" (1. C2)

ag"(CL.02) = min{0,0} = min{1.0} = a5” (C2.C2)

ag"(CL,C2) = min{0,0} = min{1,0} = ag"(CL,C2)
(), implying that dg;” = d " —| YO} —|C2 O3] -
ICL||IC2| — |CL|IC2| — |CH||C2| — |CL||C2| + |CE||CY| +
C2)1C2| = di" — 22(/Ch| + CZ)). Thus,

] PP 1 2
CSI(P,P) = (|C G

aG’ +dG +$(|Cﬁ|+|C§|)
and S (B, B) > Scsi(B, B).

TABLE 13: Differences in d; (-,-) by changing P to P.

diP(cL el =1—1] < [0—1] :dP’P(Cl cl
dPP(C2 CH=1-1]<|0-1]=d5"(C? C?)
dor (Lol =[1-0> |00 = d5"(CL )
dor(C2,02) =1 -0 > |0 0] = d P(O&Of)
dg"(CL,C2) =10-0] < [1-0| = d¢ " (CL,C?)
dbr(Cl,C2) =10 - 0] < |1 - 0] = d"(CL, C?)
doP(CL02) =100 < |1 0] = d5 " (CL,C?)
dor(CL.02) =100 < |1 - 0] =d5"(CL,C?)

If z = [I(Bi,, m1 11))| = [I(Bs,, ml(lz))| then |Cll =
|C2| = 0 and Sesi(B,B) = Sesi(B,B). If Sesi(B,B) =
Sesi(B, B), then |Cl| + |C2| = 0 (because = > 0, Def.
7) and z = |I(Bi1,Bmi(i1))| = |I(Bzszm1(zz))|

[

Proposition 24. The Sc,. measure has the homogeneity
property (Def. 7).

Proof: Let B, B, and B be three biclusterings, as in
Def. 7. Let C. be the z objects swapped from P;,, C! be
the objects from the minor category in P;, that were not
swapped, and C} be the objects from the main category
in P;,. Analogously, define C2, C2, and C?. Let

N Z;‘::l min{ap (61'1 ) 5j2)7 aP(6j1 ) 5j2)}

55" (65,) P
P ! ijzl aP(Ojl ’ sz)
such that EBCP(P, P) = (1/n) Y7 _, 657 (5,).
Note that
Z 6571:)(63'1) = Z 6§’P<6j1)'
5_7‘1 QP,;lUP,;Z 5j1 QP,;lLJPiQ

TABLE 14: Differences in 6;;'(-) by changing P to p.

Crtuc | 4 o8
5PP(01) ‘ 5P’P(Csl) — s
“P'Lll P |P12|

C2uC? : C?

5PP(C2) ‘ ‘ | | 5§,P(CS2) _ ||P ||
ctucy - e

6PP(01) ‘7 5P,P(CI11) — n
P | ’ P, |

: Cc2uC? : C?
511)3,P(02) ‘ | (55’13(03) — |P |
[Pl | By |

il : 7]

5PP Cl | 5P,P Crl _ r
ST R TN
ppeay _ [CF b ey _ 1CE
6p (Cr)_‘B2| (Sp (Cr)_|R2|

We conclude from Table 14 and after some algebraic
manipulation that

S grig, - GG (G
05y €Pi; UP;, o P, | 1P |
(czi+1eah? | ezl
|P22| |P12|
and
b P~ (O e (O e (S
> ot - G
5j1€P7;1UP12 “
Ce P +1Ca12 +|C2P
|Pi2|
From z = |Cl| = |C?|, we have
. 1 2
EBCP(P, P) — EBCP(P, P) = ('C ol 4 |C“|). (28)
[Pl 1P
Let

2?2:1 min{ap(éjl ’ 5j2)7 O‘P(éjl ’ 5j2)}
> =1 @p(0j,,05,)
such that EBCR(P, P) = (1/n) 3" _, 657 (5;,). The only

difference between .- P(5;) and 6PF(5;,) lies in the
denominators. Thus,

6f7p(5j1) £

S i) < UGHEICH? | (G214 E)
5, €PrUP, | Prni(i1) | | Paniis) |
|C? |C2?
|Praginy| [ Prmais)|
and
S i, < [GEHIGE | G+ (R
5, €PLUP,, | Prniay)| | Paniis) |
C1? |C2[?
|Pragi)] [ Pratia)|
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Therefore,
—2z ( |C
|Pm1(11)|

EBCR(P, P) — EBCR(P, P) =

JeH )
|Pmi(i2) ‘
29)

We conclude from (28) and (29) that EBC(P, P) >
EBC(P,P) and Se(B, B) > Swe(B,B). If 2 =
1(Bi,, Bmi(in))| = [1(Biy; Bui(iz))|, then |Ci| = |C3[ = 0
and Sebc(B B) = Sebc(B B) If Sebc(B B) = Sebc(B B)
then |C}| = |CZ| = 0 (because = > 0, Def. 7) and
z = [I(By,, Bmi(i))| = [I(Biy, Bmiin))|-

Ll
Proposition 25. We have S..(B, B) = 1 iff B = B.

Proof: Clearly, B = B implies that S.. = 1. Let k
be the number of biclusters in B and ¢ the number of
biclusters in B. Suppose that SCQ(B,B) = 1, and let
{(t;,y) D pe the unique relation that maximizes
Eq (6). Note that |U| > Z Njijo = Xty |BI x BY| >

dmax and [U| > Z;l o N1 o Zq 1B X Bf| > diax.
We have from |U| = dax that Z _1|Bf X Bf| = dmax <
me{k’q} 1By, x B§,| < SF | |Bf x By|, implying that
S B x BE| = YRl By Be | and k = min{k, ¢}
Similarly, S°9_, |Bf x BS| = me{k W |Br x BS | and q =
min{k, ¢}. Thus, k = q. From dpax = Zin:”f{k o \Bri x By |
we have Bj x B; C By, x By, for all ¢. Similarly,
Br X BC C B, x Bf, for all i, and then B x Bj =
Br X BC for all 1. Thus, B=B. O

J1,J2

Proposition 26. We have St.1,i(B, B) = 1 iff B= B.

Proof: Clearly, B=DB implies that S¢p; = 1. Suppose
that Sapi(B, B) = 1, and let {(t;, ;) }mm {ka} pa the opti-
mal unique relation required by S¢upi. The denominator
of Eq. (9) shows that Sty attains 1 only when comparing
solutions with the same number of biclusters, which
makes {(t Z,yz)}mm{k’q} a bijection. S, attains 1 only if
J(B:,, By,) = 1 for all i, and J(By,, B,,) attains 1 only if
By, = B . Thus, B = B. OJ

Proposition 27. There are two non-equivalent biclusterings
B and B such that S¢si(B, B) = Sepc(B, B) = 1.

Proof: Let B be a biclustering in which one or more
matrix elements were not biclustered. Then add one bi-
cluster in B that has only one of the matrix elements that
were not biclustered, and let B be the resulting solution.
Applying the transformation approach given in Section
5to B and B, we have two equivalent soft clusterings
P and P, implying that CSI(P, P) = EBC(P, P) = 1 and
Sesi(B, B) = Sepe (B, B) = 1. 0

Proposition 28. There are two non-equivalent non-
degenerate biclusterings B and B for which Scsi(B, B) =
Sebe(B, B) = 1.

Proof: The blclustermgs in Fig. 14 are given by
B = {Bi} 1/B £ (B}, B = ({1}.{1.2}), B, =
({21.{1.2}), Bs = ({3},{1,2}), Bs = ({1,2,3},{1,2}),

B2 ((1,21(1,2), B2 2 ({2,31,{1,2)), and By 2
({1,3}, {1, 2}) We have P = {P A, and P = {P}3_,,
where P1 {01704} P2 = {02,05} P3 = {03,06}
P4 = {Oj}j 17 P1 = {01,02,04,05} P2 = {02,03,05,06}
and P3 = {01703;04706}

Note that ap(6;,,0;,) = ap(d,,0;,) for all j; and
Jj2, and we have Bp(6;) = Bp(0;) for all j. Thus,
dg’P = 0, CSI(P, P) =1, and Scsi(B,B) = 1. Similarly,
Sebe(B, B) = 1.

columns

columns

rows
rows

(a) Biclustering B. (b) Biclustering B.

Fig. 14: Indistinguishable biclusterings for S.q; and Sepc.

]

Since P # P, the above proof contradicts Proposi-

tion 1 in [36], which states (in terms of matrices) that
CSI(P,P)=1iff P=P.
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TABLE 15: Biclustering algorithms used in the experiments.

Algorithm  Implementation Source Reference
bbc C http:/ /www.people.fas.harvard.edu/~junliu/BBC/ [16]
bcca Matlab http://sn.im/26fzpck [57]
bibit Java http:/ /www.upo.es/eps/bigs/BiBit_algorithm.html [55]
bimax R biclust package http://cran.r-project.org/web/packages/biclust/index.html [8]
cc R biclust package http://cran.r-project.org/web/packages/biclust/index.html [4]
las Matlab https://genome.unc.edu/las/ [58]
msbe Java http:/ /www.cs.cityu.edu.hk/~Iwang/software/msbe/help.html [39]
pcluster Windows binary  http://haixun.olidu.com/proj/delta.html [54]
xmotifs R biclust package http://cran.r-project.org/web/packages/biclust/index.html [56]
fabia R fabia package http:/ /www.bioconductor.org/packages/2.12 /bioc/html/fabia.html [37]

TABLE 16: Algorithm configuration.

Algorithm

Configuration

bbc

bcca

bibit

bimax

CcC

las

msbe

pcluster

xmotifs

fabia

-k (number of biclusters to be found): k*

-n (normalization method): zero-mean, unit-variance column normalization
-minc (minimum number of columns): min(nc)

-maxk (maximum number of biclusters to be found): £*

-theta (Pearson correlation threshold): 0.90

-minr (minimum number of rows): min(nr)

-minc (minimum number of cols): min(nc)

-minr (minimum number of rows): min(nr)

-minc (minimum number of cols): min(nc)

-k (number of biclusters to be found): k*

-alpha (scaling factor): 1.2 (as in the original paper)

-delta (maximum acceptable score): (max(A)-min(A))?/12 * 0.005 (first experiment in the original paper)

-k (top biclusters having the smallest errors to return): &*

-maxk (maximum number of biclusters to be found): £*

-alpha: 0.3 (original paper, page 54, central value)
-beta: 0.25 (original paper, page 54, central value)
-gamma: beta+0.8 (original paper, page 54, central value)

-bitype: additive

-nrr (number of reference rows): n
-nrc (number of reference columns): p

-delta (maximum number of biclusters to be found): 1
-minr (minimum number of rows): min(nr)

-minc (minimum number of cols): min(nc)

-ns (number of seeds): 10 (original paper)

-nr (number of repetitions): 1000 (original paper)

-ss (sample size): 5 (implementation’s default value)
-alpha: 0.05 (implementation’s default value)

-n (normalization method): 0.75-0.25 quantile
-c (data centering): 2

-alpha (sparseness loadings): 0.01

-spl (sparseness prior loadings): 0

-spz (sparseness factors): 0.5

-k (number of biclusters to be found): k*

21

Definitions. min(nr): minimum number of rows that the reference biclusters have (similarly for min(nc)); minr: refer to
the rows of biclusters (similarly for minc); k* is the ideal number of biclusters; and min(A): minimum value of the data
matrix (similarly for max(A)).



